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We discuss the relationship between the inelastic electron tunneling spectroscopy (IETS) and vibronic coupling
constant within the Green’s function formalism at a level of perturbation theory approximation. We also
compare our results with experimental measurements. Our results can provide insights into the mechanism of
active vibronic modes for IETS.

1. Introduction

Inelastic electron tunneling spectroscopy (IETS) is an im-
portant tool for identifying molecular species in tunneling
junctions.1,2 It is also a technique with ultrahigh sensitivity, even
single molecular IETS can be observed with a scanning
tunneling microscope (STM).3,4 Recently, IETS attracted con-
siderable research interest in the molecular electronics com-
munity.5-7 Indeed, IETS is the only direct way to ascertain that
a molecule participates in the conduction process,8 because its
spectroscopic information can be verified using independent
spectroscopic techniques such as IR or Raman spectroscopy.

Several theoretical approaches to the explanation and predic-
tion of IETS exist in literature.9 The most used approach is based
on perturbative theory.1,10,11Perturbative approach has been used
to interpret IETS of model systems,10 small molecules on
surfaces,12 and molecular wires.13 The perturbative theory can
provide a rough estimation and a qualitative explanation to some
characteristics of IETS.8 However, more sophisticated ap-
proaches are needed to accurately calculate IETS of molecules
that are important to molecular electronics. Among these
approaches, the nonequilibrium Green’s function formalism9,14-19

is by far the most used approach because it can provide a
systematic framework for both elastic electron tunneling and
inelastic electron tunneling.

In this paper, we develop an approach relating the IETS and
the electronic-vibronic coupling by combining the perturbative
theory and Green’s function theory. The Green’s function is
evaluated by following Dyson’s equation with the electronic-
vibronic coupling, responsible for the IETS, as the perturbative
to the junction, and the current as well as the IETS is calculated
by use of the Landauer formalism. The vibronic analyses are
carried out using density functional theory, and the electronic-
vibronic coupling constant is evaluated using normal mode
projection to the curvilinear coordinates. One advantage of this
formalism is that the full Green’s function as well as the electric
current is evaluated as the summation of an elastic tunneling
term and several inelastic tunneling terms, therefore, contribution
from elastic tunneling and inelastic tunneling are separated. The
other advantage is that the IETS peak height is the product of
a slow change factor corresponding to the background inde-
pendence of electronic-vibronic coupling and a factor directly
correlated to the electronic-vibronic coupling.

This paper is arranged as follows: we describe our formalism
in section 2, we give our calculation results in section 3, and
summarize in the last section, section 4.

2. Formalism

2.1 Physical Model.To investigate the inelastic electron
tunneling spectroscopy through a molecular junction that is
composed of two metallic leads serving as reservoirs of electrons
and a molecule serving as bridge, we divide the Hamiltonian
operator of the molecule Hˆ into two parts

where Ĥel is responsible for elastic electron tunneling and Hˆ inel

is responsible for inelastic electron tunneling. Under the Born-
Oppenheimer approximation, electronic and vibronic contribu-
tion to the Hamiltonian operator Hˆ el can be separated

Here,εn is the electronic level in the molecule; cˆn and its adjoints
are the annihilation and creation operators of electrons in
electronic leveln; N is the total number electrons,c is speed of
light, νm is wavenumber of molecular vibrational modem, âm

and its adjoints are annihilation and creation operators of
phonons,M is the number of vibrational modes in the molecule,
andh is the Plank constant. The electronic-vibronic coupling
Ĥinel is17,18

whereλm,n is the electronic-vibronic coupling constant between
a vibronic modem and an electronic staten.

By omitting the electronic-vibronic coupling, we get the
retarded Green’s functionĜel

R(E) responsible for elastic elec-
tron tunneling

Here,E is the energy of the tunneling electron,Î is the unit
operator, andΣ̂L and Σ̂R are the self-energies of the left and
right leads. Treating the electronic-vibronic coupling as a small* E-mail: liuming.yan@shu.edu.cn.
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perturbation, the full retarded Green’s function

could be evaluated by the following Dyson’s equation:

Keeping only the first-order approximation, we get

2.2 IETS Formalism.Because the inelastic interaction is very
small compared to the elastic interactions, the Landauer-
Büttiker equation20-22 still applies, and the current is evaluated

Here VL and VR are electric bias applied to the left and right
leads,V ) VR - VL, fL,R(E,VL,R) are the Fermi distribution
functions of the left and right leads at biasVL,R, e is the
elementary charge unit, andT(E,V) is the electron transmission
function calculated from the Green’s function23

whereĜA(E) is the advanced Green’s function, andΓ̂L andΓ̂R

are the imaginary part of the self-energies of the left and right
leads

HereΣ̂L,R
+ is the adjoint ofΣ̂L,R. At low temperature, the Fermi

distribution function is almost a step function, and the current
could be approximated by24

Apply the full Green’s function to this equation and neglect
the small last term, we get

whereΓ̂L,R andĜel
R,A depend on energy,Ĥinel depends on both

the energy and the frequency of the vibration, and the differential
conductanceg is

Here, the total conductance is evaluated by the elastic electron
tunneling (first term)

and inelastic electron tunneling (the other two terms)

Inelastic electron tunneling represents a small net change to the
conductance of the molecular device, which is mainly contrib-
uted by the elastic electron tunneling. This change in conduc-
tance is the IETS signalηinel

2

Because the inelastic tunneling is very weak compared to elastic
tunneling (g ) gel + ginel ≈ gel) and the differential conductance
of elastic tunneling is slow changing with applied voltage
compared to that of the inelastic tunneling vicinity to a
vibrational peak of the IETS (dgel/dV ≈ 0), thus, eq 13 can be
evaluated by

When we consider the case that only one channel contributed
to conduction, all operators in eq 12 could be written as scalars
and the IETS is evaluated as

or

where (Gel
A + Gel

R) is a slow-changing function representing the
background of the IETS,λm is the electronic-vibronic coupling
constant between vibrational modem and the conduction
channel, andδ(eV/hc - νm) is Dirac’s delta function.

In the next section, we will discuss the calculation of the
vibrational frequencies and the electronic-vibronic coupling
constant using density functional theory.

3. Numerical Calculations

3.1 Vibrational Modes.The Gaussian 2003 program25 is used
for the calculation of vibrational modes at theoretical level of
Kohn-Sham (KS) formalism,26,27 with the Becke-3 hybrid
exchange functional,28 the generalized-gradient approximation
Perdew-Wang correlation functional,29,30 and the LANL2DZ
basis sets, with effective core potentials.31-33 The molecular
geometries are optimized to local minima confirmed by analytic
secondary derivatives calculation.34 The vibrational frequencies
are calculated at the same level of theory.

The ab initio harmonic frequencies are generally overesti-
mated because of the incomplete treatment of electron correla-
tion, neglecting of mechanical anharmonicity, and basis set
truncation effects.35-37 The ab initio harmonic frequencies are
improved by scaling38

The scaling could use several parameters,39,40 dual param-
eters,41,42or a uniform parameter.38,42,43In this paper, a scaling
factor of 0.95 is used, which gives a comparable wavenumber
with experimental results.44

3.2 Electronic-Vibronic Coupling Constant. The electronic-
vibronic coupling constantλm is calculated using45

ĜR(E) ) (EÎ - Ĥel - Σ̂L - Σ̂R - Ĥinel)
-1 (5)

ĜR(E) ) Ĝel
R(E) + Ĝel
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Here qm is the normal mode displacement of the charged
conduction state from the neutral equilibrium state. The normal
mode displacement is evaluated by the projection of the normal
mode to the curvilinear coordinates using the DUSHIN pro-
gram.46

3.3 Examples.To compare the theoretical IETS based on
the electronic-vibronic coupling constant with the experimental
IETS, we studied gold octaneditholate (C8) and gold un-
decanedithiolate (C11; Scheme 1); the IETS of these two
molecules have been studied experimentally.

Although several molecular orbitals may contribute to
conduction, both junctions are supposed to be hole-conduction.47

This hypothesis is based on the facts that the experimental
barriers for alkane junctions are about 1.42 eV for a tunneling
model,48 and the intrinsic barriers corresponding to the energies
of the molecular orbitals in the neighborhood of the Fermi level,

for the alkanedithiolates, are approximately 0.78 eV for the
HOMO (highest occupied molecular orbital) and HOMO-1; 1.99
eV for HOMO-2 and HOMO-3; 2.07 eV for the LUMO (lowest
occupied molecular orbital) and LUMO+1; and 2.67 eV for
HOMO-4;47 thus, only HOMO and HOMO-1 can be an effective
conduction channel.

In this paper, we approximate the coupling between the
conduction channel and a vibrational state by means of
vibrational normal mode displacement between a neutral
molecule and its corresponding positively charged state. How-
ever, this does not mean that we model the conduction state
with a cation. The transport process is tunneling, which
corresponds to no entity in our daily life, and no formal charging
of the molecule takes place.

In Table 1, it lists the major normal mode displacements of
the positively charged states ofC8 andC11 from their neutral
states.

We simulate IETS by the broadening of the IETS peaks of
vibronic modes; however, we ignore the background (Gel

R +
Gel

A), which changes slowly with frequency. In Figure 1, it
shows both the simulated IETS ofC8 and C11 and their
experimental IETS by Wang et al.6 and by Kushmerick et al.,5

respectively. Notice that bothC8 and C11 are dithiolates in
our calculation for the sake of symmetry of the junctions and
similarity betweenC8 andC11; however, the experimental IETS
of C11 is monothiolate and that ofC8 is dithiolate. We expect
that this will not result in a significance difference. It could
find that the simulated IETS shows similar structure for both
theC8 andC11 molecules, with the region between 1000 and
1600 cm-1 being the strongest IETS.

By comparison with the experimental IETS of theC11
junction, both spectra depict a variety of well-resolved peaks

SCHEME 1

TABLE 1: Major Normal Mode Displacements of the
Positively Charged States of C8 and C11 Relative to the
Neutral Molecule

C8 C11

ν (cm-1) q ν (cm-1) q

28 0.004 10 0.071
39 -0.342 15 -0.004
78 0.406 35 0.003

180 -0.289 44 0.394
292 -0.280 45 0.001
372 -0.273 68 -0.001
439 -0.017 88 -0.216
675 -0.138 94 -0.002
959 -0.033 166 0.001

1023 -0.011 174 -0.393
1053 0.017 259 0.278
1055 -0.022 266 0.002
1202 -0.245 350 0.233
1264 0.166 386 -0.023
1319 0.059 477 0.156
1339 -0.013 670 -0.120
1429 0.081 672 -0.004
1438 -0.010 960 0.019
1442 0.010 982 -0.024
1454 -0.021 1030 0.011
2882 -0.010 1052 -0.006
2887 -0.009 1068 0.037
2906 0.012 1194 -0.204
2954 0.033 1236 -0.192

1289 0.111
1323 -0.049
1339 -0.008
1429 0.029
1429 0.073
1437 -0.008
1441 0.005
1443 0.019
1453 -0.018
1461 -0.007
2879 0.004
2883 0.009
2886 -0.008
2894 0.003
2907 -0.010
2954 -0.024
2954 -0.022

Figure 1. Comparison between calculated IETS (dashed curve) and
experimental IETS (solid curve) for theC8 molecule (A) and theC11
molecule (B). The calculated IETS is simulated by broadening of the
IETS peaks, however, ignoring the background (Gel

R + Gel
A) in eq 15.

The vertical lines under the dashed curve with the position representing
the frequencies and the height of the intensities. Respectively, the
broadening are 8.7 mV and 8.0 mV for the C8 molecule and the C11
molecule, which are ac modulation amplitude at which the experimental
IETS are measured. The experimental IETS originate from Wang et
al. (C8)6 and Kushmerick et al. (C11).5 Notice that the experimental
IETS by Wang is defined as d2I/dV2, however, the one by Kushmerick
is as (d2I/dV2)/(dI/dV). The short vertical lines at top represent the
vibrational frequencies of the molecules.
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covering the vibrational energy, and the positions and shapes
of the peaks are in good agreement with observed ones. The
inconsistency is observed for the relative height of the peaks:
the experimental peak around 2900 cm-1 is much stronger than
that of simulated one; peaks around 1200 cm-1 are overesti-
mated by our calculation. This discrepancy can be explained
by the fact that the experimental background, the (Gel

R + Gel
A)

term in eq 15, is much larger at 2900 cm-1 than at 1200 cm-1,
and the full theoretical IETS peak intensity is the product of
the (Gel

R + Gel
A) term and the peak height contributed only by

the vibronic coupling.
For the C8 molecule, the simulated IETS shows similar

structure to that ofC11, however, the experimental IETS of
C8 seems in low quality compared to theC11 because more
disagreement exists between the simulated IETS and the
experimental one. On the experimental IETS, three extra peaks
between 1800 cm-1 to 2600 cm-1 and a few other peaks, which
correspond to no vibrational modes, appear. These peaks are
supposed to be caused by vibrational modes of the encasing
Si3Ni4 contamination by the original authors.6 Although almost
all peaks predicted by our calculation do appear on the
experimental IETS, their relative heights differ. From these
considerations and the good agreement ofC11 junction, it could
be concluded that the quality of the experimental IETS ofC8
is quite low.

4. Summary

We have present formalism for the IETS based on Green’s
function theory. The Green’s function is calculated following
the Dyson equation, and it is represented as a summation of
the Green’s function, where the electronic-vibronic coupling
is not in action and where the electronic-vibronic coupling is
in action. The integrated intensities of IETS peaks are correlated
to electronic-vibronic coupling constant. A strong electronic-
vibronic coupling between the neutral molecule and its positively
charged states is supposed to be IETS active.
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